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CROISSANCE OPTIMALE ET PARETO-OPTHiALITE 

RESUME 

L'objectif de ce papier est de montrer que dans une économie intertempo-

relle où les agents ont des utilités récursives tout Pareto-optimum est solu-

tion d'un problème de Mc Kenzie généralisé. Un espace d'état "abstrait" est 

introduit: celui des couples de stock de capital et des utilités que peuvent obtenir 

n-1 agents à partir de ce stock de capital. Des conditions "technologiques gé­

néralisées" sont définies sur cet espace ainsi que le critère récursif. A par-

ti des équations de Bellman et d'Euler on généralise certains résultats dyna­

miques connus dans le cas séparable avec un seul agent. 

Mots Clés Modèle de Mc Kenzie, préférences récursives, optimum de Pareto, 

dynamique, fonctions valeurs, équation de Bellman, équation 

d'Euler. 

OPTIMAL GROWTH AND PARETO-OPTIMALITY 
ABSTRACT 

The purpose of this paper is to show that in a stationary intertemporal 

economy where agents have recursive utilities every Pareto-optimum is solution 

of a generalised Mc Kenzie problem. An "abstract" state space is introduced as 

the space of couples of capital stock and utilities that can be reached by n-1 

agents from that capital stock. "Generalised technological" conditions are then 

defined on that abstract space as well a recursive criterion on sequences of 

its elements. The criterion generalises the additively separable one. As Bellman's 

and Euler's equations still hold, many dynamical results known for the additively 

separable one agent case can be generalised. 

Key words: Mc Kenzie model, recursive preferences, Pareto-optimum, dynamics, 

value function, Bellman's equation, Euler's equation. 

J.E.L.: 020,110,210. 
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Introduction. 

As it is well known, Mc Kenzie's model has played a key role in the 
study of the dynamical properties of optimal paths in the neoclassical 
theory of growtb. It has been used to obtain turnpike results (Mc Kenzie 
[1985 ], Scheinkman [1976]), cycle results (Benhabib and Nishimura [1985]). 
More recently Boldrin and Montrucchio [1986] , Deneckere and Pelikan [1986] 
have used it to show that the dynamics of optimal growth paths could be 
arbitrarely complex. 

It. is also well known that in an intertemporal stationary economy where 
agents have additively separable utilities and same discount factor, every 
Pareto-optimum is solution of an optimal growth problem where the criterion 
is a weighted sum of the utilities of the different agents. These weights 
turn out to be a characteristic of the Pareto-optimum. 

The purpose of this paper is to show a similar result in the case where 
agents have stationary utilities instead of additively separable utilities. 
These uti~ities are usually called recursive utilities in the literature 
(Koopmans et Ali [1964], Lucas and Stokey [1984], Benhabib et Ali [1985] ••• ). 
We first show that one can easily generalise Mc Kenzie's model to the case 
of a recursive criterion. As Bellman's and Euler's equations still hold, 
many dynamical results known for the additively separable case can be genera­
lised. We then show that in a stationary intertemporal economy where agents 
have recursive utilities every Pareto-optimum is solution of a generalised 
Mc Kenzie problem. An "abstract" state space is introduced as the space of 
couples of capital stock and utilities that can be reached by n-1 agent from 
that capital stock. "Generalised technological" conditions are then defined 
on that abstract space as well a recursive criterion on sequences of its 
elements. 

The paper is organised as follows: 

In part one we recall the axiomatic of recursive utilities. This part 
generalises Koopmans et Ali [1964] and Lucas and Stokey [1984]. 

In part two we introduce the generalised version of Mc Kenzie's model 
and extend a few dynamical results on optimal paths (e.g. Mangasarian's 
result [1966] ). 

In part three we show that every Pareto-optimum is solution of a gene­
ralised Mc Kenzie mode!. We then use the dynamical results of part two to 
give properties of examples studied in the literature (Benhabib et Ali[1985], 
Lucas and Stokey [1984] ). 
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I - RECURSIVE REPRESENTATION 

1.1 - Following Beals and Koopmans C19691, Luc.as and Stokey [19841, we 

inlroduce an aggregé;!tor funct ion def ined as fo llows. 

Let q be an i11teger. Let C be a closed convex set of RQ. A function W 
+ 

from C x R 
+ 

into R is an annregator function if it satisfies the following 
+ =-

pr!lperties 

W1 continuous W(x,0) ( M, 'ï/x E C 

W2 concave 

for some f3 ECO, te 

W3 : I W( X' z) - W(x,z') 1 ' ~ 1 z-z' 1, 

'ï/x E C, 'ï/z ' Vz' E R 
+ 

W4 z < z .. > W(x,z) ( W(x,z') 

m oo 
1.2 - Let X be the space (R) endowed with the product topology. An element in 

+ 
Xis denoted by ~ = Cx0, x1 ••• ). 

Let L denote the shift operator on X, 

i.e Lx= <x 1, x2, ... ). 
,.., 

space 

l lul 1 

let C 

Let Q be a closed convex, L-invariant ~ubset of X; S will denote the 

of bounded continuous functions from Q into R endowed with the sup·norm, 
m r+I + 

= sup u(x). L~t f : X~ (R) be the map x 4 Cx0, x
1

, ••• , x) and 
xEQ ,.., r t ,.., r 

= fr(Q). 



.-, 
L. 

We have the fullowing theor~m 

_Theorem L 1 

With every açp ·gator W def inr!d on C x f one can associate an oper· 1l, 1· 
;-

on S as fa 11 th; , : \J u ( x) :: W ( f / x) , ut l. x)) . 
,...., ,...., ,V 

TW is a contr · :lion. Hence there exist· a unique u, which i:z. conca\e, 

such that : 

'r/x E Q, U (X) 
,V 

W(f (x), u(l x)). 
r ,..., 

,. d. ; , , u( < l ( f 1 "), u(: 
r-- r,..J 

) ) ' \,Ji i i ! ES. 

Tw u belong· 1 S since it i:; contimw ,s and lJounded .Jn Q 

Wi and W3: 

By W3, TW is a f:l-c\l,, r·action on S. ·rhe uniqw fixed point u is con, dve si 1\ ·. 

u11cler· W2 and W4, \; ,aps concave funct ions i 1 .o themse lves. 

Q.E.D 

Let us intr,»i 1ce the fol lowing axioms 

W2 bis : W i, concave and for every , \,J(.,z) is strictly concave. 

W4 bis (x,-' J t (x' ,z') and (x,z) ~ · x' ,z') implies W(x,z) < \,J(x' ,, ) 

W5 : 0 r C and WC0,0) = 0 

The followinq propositions is proved -n Dana and Le Van C1987J. 
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Proposition I .1 

a) If W sat1sfies W1, W2 bis, W3, W4, then u is strictly concave 

b) If W satisfies WI, W2, W3, W4bis, then u is increasing 

c) If W satisfies W1 - W5, then u(O) = 0 

1.3 - Examples 

ExamQ 1 e I. 1 : The di sçounted case 

Let Q = X 

Let v C • C0,11 be any continuous concave function. 

Let W C x R ~ R be defined by + .. 

W is an aggregator and the unique fixed point of Tw 

is u(x) = -
.Example 1.2 Luc~nd Stokev's example C1984.! 

Let Q = X, r = 0, C = Rm. Let W: C x R • R satisfy W1-W4. Then its + + + 
unique fixed point satisfies 

"tx E Q, u(x) = W(x0,uCL .x)) - ,..., ,..., 

Example 1.3: Beals and Koopmans' example C1969J 

Let W = X, r = 0, C = Rm. Consider a function + 



w : C0,11 x R ~ R that satisfies W1 
+ + 

W4 bis and v 

concave, strictly increasing continuous function. 

Rm ~ C0,11 be any 
+ 

Then W: C x R ~ R defined by W(x,z) = w(v(x),z) is an aggregator ar1d 
+ + 

the unique fixed pointu of îw satisfies 

An example considered by Koopmans et a!i [19641 is 

w(x,z) = Log(1+f3x 6 + 12) 

with f3, 'Y, ô > 0, 'Y < 1 , ô < 1 . 

II - A GENERALISED Mc KENZIE MODEL 

Consider a quadruple CA, T, C, W) which satisfies the following 

hypothes i s : · 

Ai : Ais a closed convex subset of RP with non empty interior 
+ 

A2: Tisa set valued continuous corrt·spondence from A into A with n1,n 

empty compact convex values. Its graph C = {cx0,x 1>, x0 E A, x1 E T<x0>} is 

closed and convex. 

A3: W is an aggregator defined on C x R+ and for every fixed Cx0, z) 

the map Wcx0 i.,z) is strictly concave 

Let X= (Rp)~ endowed with the produci topology. 
+ 

Let Q = { ~ E X, x0 E A, xt+l E TCxt), Vt ) o}, then Q is a closed 

convex L-invariant subset of X and C = f 1 (Q). It fol lows from Theorem 1.1 th,1t 

there exists an unique continuous concave fundion u from Q into R which 
+ 

satisfies V~ E Q, u(x) = WCx0,x 1 ,u(L ~)). 
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As, Vx0 E A, the set XCx0) 
is compact, the following problem 

- {<~)EX, xt+t ET(xt), Vt ~ 1, x0 = x0} 

P has a solution : 
x0,u 

max u(x) 

! E Q, and x0 fixed in A 

Under A3 the solution is unique and is the trajectory of a dynamical 

path obtained as follows. Let V: A~ R denole the value of P We have 
+ xo,u 

Theorem 11.1 

a) V satisfies Bellman's equation 

VCx0
) = max {wcx0 ,x1

,Vcx 1)),x1 E T<x0)} and is (1) 

concave and continuous 

b) x solves P iff xt = ~tcx0
) with 

N X ,U 
0 

(2) 

Proof It is omitted since quite standard in dynamic programming. 

Q.E.D 

Let us now assume : 

A2 bis : T satisfies A2, and Chas a non empty interior. 

We then have 

Proposition 11.1 

Assume Cx0, ~cx0)) is in the interior of C and WC.,x 1,z) is 

differentiable for every fixed Cx 1,z>. Then Vis differentiable at x0 and one 

has : 
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(3) 

Proof : As Cx0,tpCx 0)) E int C, there exists a neighborhood NCx0) of x0 such 

that tp(x0> E TCx), ~x E NCx0> (see appendix 1j. Then one has 

WCx,tp(x0
>, V(tp(x0))) , W(x,tp(x),V(tp(x))), Vx ( NCx0>. Apply Benveniste and 

Scheikman's [19791 lemma 1 ta gel the result. 

The following result is also straightforward 

P~oposition 11.2 

Assum1· W differentiable and Let {xt} be an optimal solution. 

Cxt,xt+l'VCxt+l> in the interior of C :: R , for every t ) 0. Then 
+ 

{xt} satisfies Euler's equation : 

Let us introduce the following hypothesis 

W6 W is continuously differentiable 

W7 ~~ 1 . Cx0,x 1, z} has a constant sign in C x R+ 
,J 

Remark II. 1 

D 

(4) 

In the neoclassical theory of capital with discounting (see example 
aw av 

1.1), one usually assumes that ~·~ Cx0,x 1,z) = ~
1 

. Cx0,x 1> is negative for 
,J ,J 

all j. W6 is a less stringent hypothesis since the sign may be positive for 

some coordinates. 

The following theorem is based on Mangasarian's proof [19661 



Theorem 11.2 

Assume in addition \.16 and \.17. Let x0 be given. Let the unique optimal 

solution {xt} of P have the property that if sign 3aw equals one 
x0,u x1 ,j 

then {xt,j} is bounded. Then any uniformly bounded solution of (4) in Q 

with initial data x0 is optimal 

Proof Let {xt} be a uniformly bounded solution of (4). 

and for t) 1 

\.Je shall prove that xt = xt, Vt) 0 

If x1 i x1, then by concavity of \.J 

- - ô\.J 
= \.J(x0,x1,V<x 1)) - \.J(x0 ,x 1,V<x 1» ~ ôx

1
<x0 ,x 1,z 1) Cx 1-x 1> 

ô\.J -
+ ôz<xo,x1,z1><z,-z1> 

and x, z verifie (4), by induction, one gets 
,..., ,..., 



B 

t ô\.J 
+ n ~(x 1' xs, zs) {zt - zt) 

s=I uz s-

As z, z, x are bounded and - ,., ,..,; 

The R.H.S is non negative since 

- either, sign ~~ 1 ~ + 1, in which case the sequence {xt,} is bounded 

'J 

and the claim is 

either, 

ô\.J 
true as 11 32 11 < P and \.J is continuously differentiable 

sign _ô\.J - = - in which case the claim obviously holds. 
ax, . 

,J 

Hence z0 = z0 or x1 = x1• A similar proof shows by induction that 

xt = xt, Vt ~ O. 

As in capital theory, we shall use theorem II.2 ta give local 

convergence results. 

Q.E.O 

Consider now the linearized Euler's equation. let Xt = (xt,xt+ 1,V<xt+l)) 

(5) 
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dxt+2 = 0 

let us introduce the following hypothesis. 

S1 W fulfills W1, W2 bis, W3, W4 

S2 W is at least three times continuously differentiable 

S3 All solutions of P are interior solutions so that Euler's 
xo,u 

equation is satisfied at any optimal path 

S4: Every steady state X* is a regular zero of Euler's equation 

moreover (x*,· X*) E int C. 

By the implicit function theorem,under SS, (xt+2, xt+t) can be expressed 

as a c2-function of Cxt+t'xt) in a neighborhoud of (x*, X*). Let us denote by F 

this mapping. We assume furthermore : 

S6 : The Jacobian of F, OF(x*,X*) is a hyperbolic fsomorphism of R2
P 

with 2p eigenvalues, IÀ 11 < 1 for i , p, and IÀ;I > 1 for i > p. 

There exists a decomposition of R2
P= E1 (f) E2 such that DFCx*,X*)CE 1>= E1, 

for i = 1,2. The restriction of OF(x*,X*) to E1Cresp. E2) has eigenvalues 

inside (resp. outside) the unit circle. Let us assume : 
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S7 : "Regularitv condition" 

The projection of E1 on RP x {o} is an isomorphism. 

Theorem 11.3 

Assume S1-S7. Then, every optimal path with initial condition x0 

sufficiently close ta a steady state X* converges tait. 

Proof - The argument is Scheinkman's C19761 page 25. Given any x 

sufficiently close to X*, one can find by the regularity condition a unique x1 

such that (x0,x1> is on the stable manifold·at X*, Since (x*,X*) belongs to 

int C, and the stable manifold is invariant, one can choose x0 sufficiently 

near X* such that the path generated by Euler's equation verifies xt+ 1E T(xt) 

for every t, and converges ta X*, By Theorem II.2, it is optimal. 

Q.E.D 

In the one dimensional case, one can generalise the monotonicity results 

on the optimal trajectory proved by Benhabib and Nishimura (19851 and Benhabib 

et al i C 19851 . 

Let us introduce the following assumptions 

A4.1 

A4.2 

x1 E T<x0) 

X1 'x1 

xo ) xo 

x1 E T<x0> 

x1 ) x, 

X1 < X 
0 - 0 

X1 E TCx0> 
implies ' 

x, E T(x0> 

x, E T<x0> 
implies ' 

X1 E T<x0> 



We have the following result. 

Theorem ILl 

Let A= [0,11. Assume A2 bis, A3, A4.1 or A4.2 and W continuously 

differentiable. Assume that for some x0, ~~
0

cx0,.,VC.)) is an increasing 

(respectively decreasing) function. Then ~ is non decreasing (resp. non 

increasing) in a neighborhood of x0. If the previous condition holds at 

every x0, then every optimal path converges towards a steady state 

(resp. converges ta a steady state or a period two cycle). 

aw 
Prao( Assume that for some x0, axo Cx0, ., V(.)) is increasing. As Ais 

c~mpact, the ~ondition still holds in a neighbor~ood of,x0, NCx0>. Let 

Xo E N<xo>, Xo > Xo· Let us denote x, = ~<xo>, x, = ~<xo>· 

' ' 
Assume x1 < x1. If A4.1 holds then x1 E TCx0> 

and x1 E TCx0> and therefore 

, , 

WCx0,x 1, VCx 1 > > > WCx0,x 1, VCx 1)) 

' ' ' 
and WCx0,x 1, VCx 1>> > WCx0,x 1, Vcx 1>> 

Thus 

# I # I I I 

WCx0,x 1,V<x 1» - WCx0,x 1,V<x 1» + WCx0,x 1,vcx 1» - WCx0,x 1,vcx 1» > 0 

As x1 E T<u) and x1 E TCu), Vu > x0 , this is equivalent ta 

aw , aw 
<ax

0
Cu,x 1,V<x 1>> - ax

0
Cu,x 1,VCx 1>>> du> O 
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But this quantity is by choice of x0 st·ictly negative : a 

contradiction. Therefore if x0 > x0, ,cx0) ) ~(x0).A similar proof may be given 

if A4.2 is assumed. 

The proof of convergence towurds a steady state or a period two cycle is 

a well-known fact of monotonie maps of the intarval. 

Q.E.D 

Rema1~k II.2 

When W is linearly separable, i.e WCx0,x 1,z> = VCx0,x 1) + ~ z with 

0, ~ < 1, then the condition in theorem 11.4 is the well-known condition 

a 2v 
axoax," (xo, x1) > 0 (resp. < 0). 

Next section deals with the main result of the paper. We show that 

modelling Par~to-optimality in an infinite horizon economy where agents have 

recursive nreferences leads ta an optimisation problem which is a particular 

case of the generalised Mc Kenzie model presented above. 

III - A MODEL OF PARETO-OPTIMALITY 

111.1 - Notation~ 

i) Throughout this section, we shall use in Rh, where h is an integer, 

the following notations : 

z ) z <=> \1j=1, ••• , h 

z' > z <=> z' ) z and z 'F z 

z » z <=> \1 j 

ii) Xh will denote the space (R~)œ endowed with the product topology 
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iii) Let n be an integer, x an element of {Rh)n , i.e x =<x 1 , •. ,xn), 

where xi E Rh, Vi=1, ..• ,n. 

A n i Then, by defi nit ion, X - [ X 

i = 1 

{ i V) {Xi) wfl 1 denote {x 
1 n , ... ,x ). 

Remark III.1 - In appendix 1, we prove that tte correspondence [ 

"' h { 1 n h n x ER+~ (x , ••• ,x) E CR+) 
n i A} 

[ X = X 

1 := 1 

is continuous. 

III.2 - The economy 

We consider an economy with n consumer~., each of them lives for an 

infinite number of periods t = 1,2, ... 

The economy is described by the list 

ex · w 1 
m , , i = 1, ... ,n 

X is the consumpt ion space of each agi ·nt. Agent i has ut i 1 ity funct ion 
i m • 

u X ~ R defined by an agregator W1
• X i~ the space of sequences of 

m + P 
capital.Bis the "technology correspondence". It associates with a capital 
stock ka set of pairs {x,y) of current consumption goods x and next period 

capital stock y that are jointly producible. ~Ois the initial capital stock. 
We shal 1 explicit below the assumptfons made on the preferences of the agents 
and the technology. 

!II.2.1 - Preferences 

For every i, W1 is an aggregator function defined on Rm x R which 
+ + 

satisfies W1, W2 bis, W3, W4 bis, WS, W6. 
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8y theorem 1.1 and example I.2, agent i'5 preferences can be represented 

i 
by a utility function u 

Vxi ui(xi) 
E Xm , - = 

X ~ R that verifies 
m + 

i i ui(Lx 1)) w <xo, ...... 

It fa l lows from proposition 1.1 that i is u 

and u1(0) = o. 

111.~.2 - Technology 

strictly concave 

The technology is characterised by a ·co1Tespondence 

with the following properties 

80 8 is continuous 

81 for each k, 8(k) is convex, compact, non empty 

increasing 

82 (x,y) E B(k), and O, (x' ,y') , (x,y) implies (x' ,y') E 8{k) 

B3 0, k' , k implies B(k') f B(k) 

Define, for XE C0,11, and x, x' E Rm, y, y' ER~, k, k' ER~ 

XÀ = ÀX + (1-X)x' 

kÀ = Xk + (1-X)k' 

84 if (x,y) E B(k); (x' ,y') E B(k'), then (x\ yX) E 8CkX) 

85 There exists x > 0 such that (x,y) E 8(0) 
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86 k > 0 implies that there exist x > 0, y> 0, (x,y) E B (k) 

87 Let (x,y,k) # (x' ,y' ,k') 

If (x,y) E 8(k), (x',y') E B(k') 

Then V A E 10,1C, there exists x" > xA such that (x'', yA) E B(kA) 

88 The map (k,y) ~ { xl(x,y) E BCk>} is lower semi-continuous. 

Example III.1 

Let FCx,y,k) from Rm x RP x RP ~ R be a continuous, strictly convex 
+ + + 

function, strictly increasing in x and y, strictly decreasing in k, with 

FC0,0,0) < O. Let 8(k) = {<x,y), F(x,y,k) , o}. Then 8 satisfies 80-88. 

111.2.3 - Feasible_consumption_paths._Utility_set 

A consumption path (;Si> E (Xm)n is feasible from ko if it belongs to 

the set XCk 0) = {<~1
) E(Xm)n, 3 -~Exp' (;t,kt+1) E B(kt)• Vt > 0 ; ko given} 

The uti]itv attainable set from k0 is defined as follows 

We have 

Theorem III.1 

Assume W1, W2 bis, W3, W4bis, W5 , 80-B6. 

a) For every k, U(k) is compact, strictly convex and satisfies free 

disposal : Vu E U(k), 0, u' , u impl1es u' E U(k). 

b) For every A E C0,11, A U(k) + (1-A) U(k') c U(kA) 

c) Vk > 0, U(k) has non empty interior 



d) The correspondence, denoted by U, from Rp into Rn k-+ U(k) 
+ + 

is continuous 

Proof - See Dana and Le Van (19871 
Q.E.D 

III.3 - Description of Pareto-optima_lfu 

Recall that ~ consumption path ~i) .E ~~k 0} is ~ar~to-optimal if 
, l l 1 l l 

lhfff·,· exists no ~ } E XCk 0> such that Cu (~ }} > Cu ~ }} • 

From theorem 111.1, Ais closed convex and has a non empty interior. Let 

çO = Ck 0, <zJ> 1)2 > E A be given. (z6}i)l is a Pareto-optimal utility vector 

iff z~ salves : 

Since U(k0J is compact, (P) has a solution. Let V(~0> denote the value 

of this problem. (P) can be rewritten as CP'} 

Then one has : 

) 2 



The main purpose of this section is to show that problem CP) 1s 

eguivaJent to a generalised Mc Ken?ie model with state space A and 

characteristiçs we shall next define. 

Consider the following correspondence T : A~ A 

{ 
i ·" i i i i } 

~O ~ ~l ; 3Cx ), i ~ 1, Cx,k 1) E BCk 0), W Cx , z1> ) 2 0, Vi ) 2 ; ~l E A 

Let C = graph Tas in part two. Clearly C is closed and convex. Define 

If' 

i 
3 X , i "' ) 2, Cx,k 1> E B<k0> i i i i } W Cx ,z 1> ) z0, Vi) 2 

Proposition 111.1 

Assume W1, W2 bis, W3, W4 bis, WS, W6 and BO - 88. 

T and If' are continuous, compact convex valued. 

Proof - it is given in appendix 2. 

Q.E.O 

let us next define W C x R+ ~ R+ by 

We have : 

Proposition 111.2 

a) W satisfies W1, W2, W3, W4. 

b} Let X= Arg max {·w1cx,z), XE 'l'(~O' ~1>} 

Then if W is differentiable with respect to z, 
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Proof - It is simple hence omitted. 

Q.E.D 

By theorem I.1, one can associate with W a unique continuous concave 

funcrion IT such that 

We can now state the main result of this section 

Theorem III.2 

Assume W1, W2 bis, W3, W4 bis, WS, W6 and BO - 88. 

Then problem (P) is equivalent to 

The value function Vc~0) verifies a generalised Bellman's equation 

Proof - It can be found in appendix three. 

Q.E.D 
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III.4 - Examples 

III.4.1 - Benhabib_-_Jafarey_-_Nish1mura_C1985l 

We have one consumption good and one capital good and a production 

funt ion : 

whert· f 1s three times continuously differentictble on CO,•[, f' > 0, f" < O. 

The n agents have recursfve preferences defined by n aggregators 

w1 : R x R -+ R , three times continuously differentiable, which 
+ + + 

verify, besides assumption W1,W2 bis, W3, W4 bis, WS, W6. 

W8 : increasfng marginal impatience 

Vi, 
aw 1 

ax az 
aw 1 

(1 - -) 
az 

i these partial derfvatfves are evaluated at any constant path Cc,u Cc,c .•. )). 

W9 : normality condition 

awi 
Vi, 

az 
a2 wi 
-<0 
ax az 

. i i ii.i111 1 Def1ne for i ~ 2, x0 = G Cz0,z 1> 1ff z0 = W Cx0,z 1>. G is three time~ 

cont1nuously differentiable, strictly convex, 1ncreasing in its first 

coordinate, decreas1ng in the second. In th1s spec1al case, Ac Rn and the 
- + 

mapping T {section 111.3) is 

., 



2() 

It can be checked directly that T has convex compact non empty values 

and that graph T has a non empty interior and 

[ 

h2 
z} 

One can verify that W satisfies S1 and S2. We have. 

Caro llary 11 I. 1 

Under the assumptions mentioned above, every regular interior steady 

state is locally stable. 

froof - lt has been shown in Benhabib and ali [19851 that every steady 

state is a saddle-point, i.e, the linearised Euler's equation admits at this 

point 2n eigenvalues, n of them are inside, the other ones outside the unit 

circle. The proof of the ''regularity condition" can be found in Dana and Le Van 

(19871. The conclusion follows from theorem 11.3. 

Q.E.D 

III.4.2 - Lucas_and_Stoke,LC 19841 : a_two-agent_exchange_economy 

In the model considered, there is one consumption good and two agents. 

There is no production and at each date there is an exogeneous supply 

of consumption good x. Agents consumptions salisfy x! +xi< x at each date t. 

W1 : R 
+ 

Their preferences are assumed ta be represented by aggregators 

x R ~ R which verify W1, W2 bis, W3, W4 bis, W5, W6, W9 and 
+ + 

are 

assumed to be twice continuously differentiable. 

Let A - 2 - -= CO, u(X)J with u(x) unique solution of uCX) = W Cx,u{x)). 

2 Let ço= 2 0 and ç1 - zf. Define G by x2 2 2 = GC~0.~ 1> iff ~o= W Cx ,ç 1). 

Nole ôG ôG 
that ar- < 0 and ar- > O. 

1 0 



One has in this case TC~0> = {~ 1, G<~0,7. 1> 'x }· 

and 

T is compact convex non empty valued and has a graph with non empty 

interior. W satisfies W1, W2 bis, W3, W4 and is twice continuously 

differentiable. 

Cor.Q.J l arv III . 2 

Under the above assumptions, every optimal sequence {z~} converges 

towards a steady state. 

Proof - Let V denote the value function. By theorem 11.4, it suffices to 

aw 
show that ~ (~0.~ 1, VC~ 1>> is increasing in~,, or equivalently that 

0 

aw1 - - aG 
âC~0.~1> = ax (x-GC~0.~ 1>, V(~ 1>>~<~0.~ 1> is decreasing in~,. 

0 

1- -
Recall that ~, is solution to max W (x-G(~0.~) ,V(~)) 

~ 

Hence 
aw 1 - - aG 
ax <x-G<~o,~,>, vc~,>> a~ <~o,~,> 

V'<~ 1 > = -----c--________ t _ 

aw1 -
az< x - G < ~o, ~, > , v < ~ 1 » 

(- aw
1 a2w1 a2w1 aw 

1 
J ( a2w2 aw2 a2w2 

--+--
ax2 -- -

3z 2 ax az ax az ax 3x az aw1 
3A 3G 3G 
~ (~0'~1) = --+-

1 aw1 a~, a~0 ax 
( :~2)3 

3z 

" 

aw
2 

J 
ax 



since 

.. , ..... 
..::...::. 

The R.H.S is negative, by W9, and 

aw2 

az < 0 and 
aw2 
ax 

Q.E.D 

Remark 3.1 - In their paper Lucas and Sfokey assume two conditions (besides 

the purely technical one s) in order to have a convergence theorem. One is W8 
(mar11inal increasing impatience) the other is W9 Cnormality condition). We 

don't assume W8 which implies uniqueness of.the steady state and the global 

convergence of the model towards the unique steady state. 
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Appendix 1 

Lenuna A. 1. 

L G b t · t 1 d d f orm lR.m et e a con 1nuous, convex compac va ue correspon ence 

into lR.m. Assume x0 € int G(k0
), then there exist a neighbourhood V(k0

) 

of k0 such that for every k in V(k0
) , 

0 x belongs to G(k). 

PMo6 : Let x0 € int G(k0
) Then there exists a ball 

0 
B(x , p) centered 

at x0 and with radius p included in G(k0
) • Since G is lower semi­

continuous, there exists a neighbourhood of k0 such that for every k in 

0 0 
V1(k), G(k) n B(x ,p) .,; t1>. 

Assume that the conclusion is false. Then there exists a sequence 

Let in denote the projection of x0 on G(kn) and let yn be diametrically 

opposed to -n 
X in B(x0

, p) , so that -n 
X is also the projection of n y 

Il -n · 0··1 Il O Il n · x -xl=min{ z-x ,zEG(k) }'-+O as n -+ ex, • 

Thus -n x converges to x· . On the other band, let y be a cluster point 

of the s~quence yn . We have d(y ,G(k0
)) :.-. lim d(y ,G(kn)) > p so that 

n n -

on 

y fl G(k 0
). On the contrary by construction y€ S(x0

, p) c:: G(k0
) a contradiction. 
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Lemma ê2 - Let r be the correspondence from m R+ into 
m n <R+> defined as 

follows: I:(x) = {cx1
) g ( Rm)n 

+ • 
n 1 } r x = x • Then r 1s compact convex 

i =1 
valued and con t i nuous. 

Proof r 1s trivially compact convex valued and has a closed graph. 

Let·us show that it is lower semi-continuous let ~ be f ixed in Rm. · 
+ 

A A A /\ 
Assume x1 = ••• = x1 = 0 and x1+1 > 0 ••• xm > O. 

Let Cx 1> e ccQ) ie c xi= Q. This 1mpl1es x~ = 0, 'Vi, Vh :1 ••• 1 • 

Let~ 
V 

l\ /\ 
- x. En particular xvh - 0 for h = 1. •• 1 • 

Let 1 < h < 1, define x~~ = then x' 1 - 0 and r 
vh i 

Let h ) l + 1, then there exist j(h), g > 0 such that x~> ,. 

I\ " There exists v0 SUCh that V) VQ implies lx - xhl < ,. vh 

Let ,j /\ /\ xj > 0 and for i # j(h), , 1 1 
xvh = X - xh + xvh = xh vh h 

Then r , i /\ and , 1 i 'Vi. xvh = xvh xvh - xh a 
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APPENDIX 2 

Proof of Proposition III.l 

1. T is compact,convex valued and continuous. 

Let us recall: T r; EA -+{ 
0 

i 
7,;iE A; ~(x )i2! l ,(x,kl)E B(ko) 

and V i~ 2, Wi(xi,z~)~ 

with i r; = (k ,(z) i~ 2) 
Q O 0 

l. r; 
1 

= (k l , ( z l ) i2! 2 ) 

It can be easily checked that T is upper semi-continuous with non-empty 
eonvex compact values. We show now that T is lower semi-continuous. 

1.1. Suppose T(r;) ={7;} • In this case T is lower semi-continuous at r; since 0 1 0 T is upper semi-continuous with compact values. 
1.2.Suppose that there exist r; ,r;' 

1 1 
,r; ~ r;', in T(r; ).Then one can find x and x' 

1 1 0 
such that: (x, kl )E B (k

0
) 

(x' ,kj )E B(k
0

) 

. i( i i > i ~ l.~ 2, W X ,z 1) - z
0 

1.2. 1. k1 = kj (and z 1 f, zj). 

Let a be fixed in JO 1[. From the strict convexity of U(k
1
), one can find 

zï(a) in int U(k 1) such that: 

and 

V , 
let k -+ k 

0 0 

zï(a)>> z~ (= az 1+(1- a)zj) 

z"(a)-+ z when a-+ 1. 1 1 

V , 
and z-+ z • From the continuity of Band Remark III.l,there 0 0 

Now, 

exist " " sequences k ,x, 
1 

'V • • ' • • x , converg1.ng respect1.vely to k 1,x and x, ver1.fy1.ng: 

:V v, (x? ,k~ )E B(k~) 

One bas: 

and V j~ 2, 

From Appendix 1 , 

(i'v,k ~)E B(k~). 

(xY,kV1 )E B(kv) , (recall that x = ax+(l-a)x' ) a o a 

v large enough. 

Summing up, one can say: 



26 

with every a in JO I[ is associated a v(a) such that, for every v;;:: ·v(a): 

Wj (xjv z"j (a)) 
a ' 1 

C\! k\! )E B(k\!) 
xa' 1 o 

\) 
z 1jfo) E U(k 1). 

Moreover one can assume that fo.r O<a < a'< 1 , v (a') > v (a). Define ~-~ =z1((a .j) 
. . +l . . \) 

. for v (aJ )::,'\J< vfoJ ) , foJ }beuig an incre_asing sequence converging to 1. z 1 converges 
to z 1• 
l.l.2. kl :/ kj. 

Again, let a be fixed in JO l[ • There ëxist sequences (x~), (k 1 ,t), (x!!), 

(ki,t), with k 1, 1=k1 , kj, 1= kj, and such that: 

i i i i i z
1 

= U (x
1
,x

2
, •• ,xt' .• ) 

Z
,i = Ui(x'i ,i ,i ) 1 1,x 2, ••• ,x t'""" 

From B4 
(xtC; kl~t+l)€ B(kl~t) 

and from B7 there exist ~i (a)> x1.l' a 
,V :î., with the following property: 

Then, Vi, 

Obviously 

The strict convexity of U(k~) implies that there exists zï(a) verifying: 

z'{(a)» z~ , z11 (a)E int U(k~) and z11 (a)-+ z
1 when a -+ 1. 

Then Wj(xjzllj{a))>zj VJ0 ~2. 
a' 1 o 

1 k\) v k\) k'\) v ,v Now, et 
0

,z
0

, 1, 
1

, x ·,x ,converge 

verifying: 

Hence, for v large enough, 

and,by Appendix 1, zï(a)E U(k~a). 

Z 11 Jl• (a))> ZJ\! , ,tj~ 2 , 
0 
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With every a in JO l[ is associated av(a) such that ,for any v 2:: v(a): 

VJ.2! 2 Wj(xjv z"j(a.))> 
, Cl., 1 ' ' 

jv 
z 

0 

VCI. zï(a)E U(kl ) 

(x~ ,k~CI.) E B(k~) 

Moreover,one can assume a< a' => v(a)< v(a'). 
' • 1 . V for v(aJ)s v<v(aJ+ ),foJ} being an in~reasing.sequence converging to 1. z 1 and 

kï" converge to z 1and k1• 
2. ~ is compact convex valued and continuous. 

~ is obviously upper semi-continuous and compact convex valued. One has 
to prove that it is lower semi-continuous. 

V V V V l Let (ç
0

,ç
1
)E graph T, ç

0 
+ ç

0
, ç

1 
+ ç 1 and x E ~(ç

0
,ç 1). 

From B8 and Remark III .. l, th~re exists x"+ x such that (x",k~')E B(k~). 

' 1 
2.1. Suppose that x # O. Assume that 

i i i 
W (x ,z

1
) 

i i i W (x ,z
1
) 

iv 
X 

1 
X m 

> z 

= z 

>O. Assume also that 

i 
for i= 2, •• , p< n 

0 

i for i> P• 0 

for i =2, •• , p 

and 

Define: 

then Wi( , iv iv) X ,z
1 > 

iv z 
0 

for V large enough. 

For i > p define: 

and x'iv by 
m 

Clearly 

Define 

,iv = iv if j# X. x. 
J J 

. . . 
iv Wi( 1 1v ·1v) 

X __ ,z} = z 
0 

,iv 
X 

m 
iv = X 
m 
i 

X 
m 

if 

I x'iv 
i 2:::2 

m 

if Wi(x iv iv 
,zl )< 

then one easily checks that: 

(x'",k~) = <x",k~) E B(k~) 

Wi(. , i:v iv) 
X ,z} 

iv 
2:: z 

0 
, t!Ï2::: 2 

, lv> 0 X - for v sufficiently large 
, Iv I 

X + X • 

iv z 
0 
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1 
2.2. X = 0. 

Since (r;~,r;~)Egraph T, there exists x"" such that: 

(x"" ,k~)E B(k~) 

Wi( 11 iv iv)> iv x ,z 1 - z
0 

, Vi~ 2. 

Define X 
, iv = X 

11 iv for i~ 2 
, lv = 0 X . 

One has: x' v ::; x"" 
which implies (Af\) k") X , } E B (k ") • 

0 

In other words \) \) 
0 E 'll(z;;o,r;l) for every v . 

Q.E.D. 
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APPENDIX 3 

Proof of Theorem 111.2 

-1 =1 -1 1 
froof - Let 2 0, 2 0 be the values of CP) and CP>. Obviously ï

0
, z0. We 

-1 =1 -1 
have just to show that 2 0 , 2 0 • Let~ be an optimal consumption path. 

Denote 

-1 1 t - 1 -1 -1 
zt = u CL~)= W (xt, zt+ 1> 

With these paths, one can associate a capital path k and consumption 
-i .... f -

paths x, for i) 2 of the other agents. Let z , for i) 2 denote - "" 

These paths verify: 

ko given 

for i ) 2 : 

One has 

A 

Cx,k1> E BCk0> 

( z; ) i ) 1 E U ci< 1 ) 

By the same way 
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Since ij is non decreasing with respect to z, one gets 

by induction 

~t+1 E T C~t) 

~o given 

Q.E.D 
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